
Optimal Control Theory
Pontryagin’s Minimum Principle



Pontryagin Minimum Principle

The principle makes the optimal control concept to be effect 
although the control inputs are constrained and Hamiltonian, 
𝐻, is not differentiable over 𝐮.

Let 𝐮∗ is the optimal control and admissible control, 𝐮, is bounded.

- If 𝐮∗ within the boundary during the entire interval, 𝑡0, 𝑡𝑓 ,

- If 𝐮∗ lies on the boundary during any position of the time interval,
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𝛿𝐽 𝐮∗, 𝛿𝐮 = 0

𝛿𝐽 𝐮∗, 𝛿𝐮 ≥ 0



Pontryagin Minimum Principle

The optimal control problem with the constrained control inputs

If 𝛿𝐽𝑎 is obtained as:

The necessary conditions and boundary conditions must be satisfied. 
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ሶ𝐱 𝑡 = 𝑎 𝐱 𝑡 , 𝐮 𝑡 𝑡

𝐽 𝐮 𝑡 = ℎ 𝐱 𝑡𝑓 , 𝑡𝑓 +න
𝑡0

𝑡𝑓

𝑔 𝐱 𝑡 , 𝐮 𝑡 , 𝑡 𝑑𝑡Minimize

Subject to 𝐱𝑓, 𝑡𝑓 free

𝛿𝐽𝑎 =
𝜕ℎ

𝜕𝐱
− 𝛌𝑇 𝛿𝐱𝑓 +

𝜕ℎ

𝜕𝑡
+ 𝐻 𝛿𝑡𝑓

+න
𝑡0

𝑡𝑓 𝜕𝐻

𝜕𝐱
+ ሶ𝛌𝑇 𝛿𝐱 +

𝜕𝐻

𝜕𝐮
𝛿𝐮 +

𝜕𝐻

𝜕𝛌

𝑇

− ሶ𝐱 𝛿𝛌 𝑑𝑡

𝛿𝐽 𝐮∗, 𝛿𝐮 ≥ 0



Pontryagin Minimum Principle

If all other terms are zeros, 

Considering that

We have

Therefore, it is necessarily that 
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𝛿𝐽𝑎 = න
𝑡0

𝑡𝑓 𝜕𝐻

𝜕𝐮
𝛿𝐮 𝑑𝑡

𝛿𝐽𝑎 = න
𝑡0

𝑡𝑓

𝐻 ⋯ , 𝐮∗ + 𝛿𝐮,⋯ − 𝐻 ⋯ , 𝐮∗, ⋯ 𝑑𝑡 ≥ 0

𝐻 𝐱∗, 𝐮∗ + 𝛿𝐮, 𝛌∗, 𝑡 = 𝐻 𝐱∗, 𝐮∗, 𝛌∗, 𝑡 +
𝜕𝐻

𝜕𝐮
𝛿𝐮 + ℎ. 𝑜. 𝑡.

𝐻 𝐱∗, 𝐮∗ + 𝛿𝐮, 𝛌∗, 𝑡 ≥ 𝐻 𝐱∗, 𝐮∗, 𝛌∗, 𝑡 ∀𝑡



Pontryagin Minimum Principle

Necessary Conditions

Necessary Conditions at the boundary
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ሶ𝛌 = −
𝜕𝐻

𝜕𝐱

𝑇

ሶ𝐱 =
𝜕𝐻

𝜕𝛌

𝑇

State equation

Costate equation

Instantaneous optimal condition

0 =
𝜕ℎ

𝜕𝐱
− 𝛌𝑇 𝛿𝐱𝑓 +

𝜕ℎ

𝜕𝑡
+ 𝐻 𝛿𝑡𝑓

𝐻 𝐱∗, 𝐮∗, 𝛌∗, 𝑡 ≤ 𝐻 𝐱∗, 𝐮, 𝛌∗, 𝑡

for all admissible 𝐮



Minimum Time Control

Consider that there is a state equation of a linear system

If we are going to find the best control trajectory, 𝐮∗, that is 
constrained by 𝐮 ≤ 𝐮𝑚𝑎𝑥 and minimizes the time when the state is 
changed from 𝐱0 to 𝐱𝑓. The optimal control problem can be defined 
as:
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ሶ𝐱 = 𝐀𝐱 + 𝐁𝐮

minimize 𝐽 = න
𝑡0

𝑡𝑓

𝑑𝑡

subject to ሶ𝐱 = 𝐀𝐱 + 𝐁𝐮

𝐮 ≤ 𝐮𝑚𝑎𝑥



Minimum Time Control

Hamiltonian

Costate equation

State equation 

Optimal condition
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ሶ𝐱 = 𝐀𝐱 + 𝐁𝐮

𝐻 = 1 + 𝛌𝑇 𝐀𝐱 + 𝐁𝐮

ሶ𝛌 = −
𝜕𝐻

𝜕𝐱

𝑇

= −𝐀𝑇𝛌

𝛌𝑇𝐁𝐮∗ ≤ 𝛌𝑇𝐁𝐮

𝐻 𝐱∗, 𝐮∗, 𝛌∗, 𝑡 ≤ 𝐻 𝐱∗, 𝐮∗ + 𝛿𝐮, 𝛌∗, 𝑡



Minimum Time Control

Considering that

The optimal control 𝐮∗ is determined as:

The control can be undetermined or singular for a finite time.
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𝛌𝑇𝐁𝐮 = 𝛌𝑇𝐛1 𝛌𝑇𝐛2 … 𝛌𝑇𝐛𝑚

𝑢1
𝑢2
⋮
𝑢𝑚

where 𝐁 = 𝐛1 𝐛2 … 𝐛𝑚

𝐮∗ =

𝑢1
∗

𝑢2
∗

⋮
𝑢𝑚
∗

where 𝑢𝑖
∗ = ൝

−𝑠𝑖𝑔𝑛 𝛌𝑇𝐛𝑖 𝑢𝑚𝑎𝑥,𝑖 𝛌𝑇𝐛𝑖 ≠ 0

𝑢𝑛𝑑𝑒𝑡𝑒𝑟𝑚𝑖𝑛𝑒𝑑 𝛌𝑇𝐛𝑖 = 0



Minimum Time Control

The optimal control for the minimum time problem
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𝑢∗ = 𝛌𝑇𝐛𝑖 > 0

𝛌𝑇𝐛𝑖 < 0

− 𝑢𝑚𝑎𝑥,𝑖

𝑢𝑚𝑎𝑥,𝑖

𝑢𝑛𝑑𝑒𝑟𝑡𝑒𝑟𝑚𝑖𝑛𝑒𝑑 𝛌𝑇𝐛𝑖 = 0

Bang-bang control

𝛌𝑇𝐛𝑖

𝑢∗
𝑢𝑚𝑎𝑥,𝑖

− 𝑢𝑚𝑎𝑥,𝑖



Minimum Time Control

Example
Obtain an optimal force trajectory and the minimum time for 
accelerating from 0 to 100𝑘𝑚/ℎ where 𝐹𝑝𝑟𝑜𝑝 < 𝐹𝑚𝑎𝑥.
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ሶ𝑥 = 𝑎𝑥 + 𝑏𝑢

From a constitutive equation, 𝐹𝑙𝑜𝑎𝑑 = 𝑐𝑣

𝐹𝑝𝑟𝑜𝑝

𝐹𝑙𝑜𝑎𝑑 = 𝑐𝑣

𝑚 ሶ𝑣 = 𝐹𝑝𝑟𝑜𝑝 − 𝑐𝑣 ሶ𝑣 =
1

𝑚
𝐹𝑝𝑟𝑜𝑝 −

𝑐

𝑚
𝑣

State equation

𝑎 = −
𝑐

𝑚
𝑏 =

1

𝑚



Minimum Time Control

Hamiltonian

Costate equation

State equation 

Optimal condition
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ሶ𝑥 = 𝑎𝑥 + 𝑏𝑢

𝐻 = 1 + 𝜆 𝑎𝑥 + 𝑏𝑢

ሶ𝜆 = −
𝜕𝐻

𝜕𝑥
= −𝑎𝜆

𝜆𝑏𝑢∗ ≤ 𝜆𝑏෤𝑢

1 + 𝜆 𝑎𝑥∗ + 𝑏𝑢∗ ≤ 1 + 𝜆 𝑎𝑥∗ + 𝑏෤𝑢

𝜆 = 𝐶𝑒−𝑎𝑡

𝑢∗ = ቊ
−𝑠𝑖𝑔𝑛 𝜆𝑏 𝑢𝑚𝑎𝑥 𝜆𝑏 ≠ 0
𝑢𝑛𝑑𝑒𝑡𝑒𝑟𝑚𝑖𝑛𝑒𝑑 𝜆𝑏 = 0

𝑎 = −
𝑐

𝑚
𝑏 =

1

𝑚



Minimum Time Control

The final state is fixed.

by looking the boundary conditions, 

finally, the optimal control must be

Chapter 5: Pontryagin's Minimum Principle 12

𝜕ℎ

𝜕𝑡
+ 𝐻 = 0 at 𝑡 = 𝑡𝑓 𝐻 𝑡𝑓 = 0

𝐻𝑓 = 1 + 𝜆𝑓 𝑎𝑥𝑓 + 𝑏𝑢𝑓 = 1 + 𝜆𝑓 ሶ𝑥𝑓

𝜆𝑓 < 0 𝑓𝑜𝑟 ∀𝑡ሶ𝑥𝑓 > 0

𝜆𝑏 < 0 ∵ 𝑏 =
1

𝑚

𝑢∗ = 𝑢𝑚𝑎𝑥



Minimum Time Control

Example
Obtain an optimal force trajectory and the minimum time, so that the 
car is arrive at the final distance, 𝐷, with zero speed, or 0𝑘𝑚/ℎ, 
where 𝐹𝑚𝑖𝑛 < 𝐹𝑝𝑟𝑜𝑝 < 𝐹𝑚𝑎𝑥
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ሶ𝑥 = 𝑎𝑥 + 𝑏𝑢

𝐹𝑝𝑟𝑜𝑝

𝐹𝑙𝑜𝑎𝑑 = 𝑐𝑣

State equation

𝑎 = −
𝑐

𝑚
𝑏 =

1

𝑚

𝐷

𝑧 𝑡 = න
0

𝑡

𝑥 𝜏 𝑑𝜏

𝑧 𝑡𝑓 = 𝐷

𝑧 0 = 0

ሶ𝑧 = 𝑥

ሶ𝑣 = −
𝑐

𝑚
𝑣 +

1

𝑚
𝐹𝑝𝑟𝑜𝑝



Minimum Time Control

Hamiltonian

Costate equation

State equation 

Optimal condition
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ሶ𝑥 = 𝑎𝑥 + 𝑏𝑢

𝐻 = 1 + 𝜆1 𝑎𝑥 + 𝑏𝑢 + 𝜆2𝑥

ሶ𝜆1 = −
𝜕𝐻

𝜕𝑥
= −𝑎𝜆1 + 𝜆2

𝜆1𝑏𝑢
∗ ≤ 𝜆1𝑏෤𝑢

1 + 𝜆1 𝑎𝑥∗ + 𝑏𝑢∗ + 𝜆2𝑥
∗ ≤ 1 + 𝜆 𝑎𝑥∗ + 𝑏෤𝑢 + 𝜆2𝑥

∗

𝑢∗ = ቊ
−𝑠𝑖𝑔𝑛 𝜆1𝑏 𝑢𝑚𝑎𝑥 𝜆1𝑏 ≠ 0
𝑢𝑛𝑑𝑒𝑡𝑒𝑟𝑚𝑖𝑛𝑒𝑑 𝜆1𝑏 = 0

ሶ𝜆2 = −
𝜕𝐻

𝜕𝑧
= 0 𝜆2 = 𝐶

ሶ𝑧 = 𝑥

𝜆1 = 𝐶1𝑒
−𝑎𝑡 + 𝐶2



Minimum Time Control

The final state is fixed.

by looking the boundary conditions, 

finally, the optimal can be
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𝜕ℎ

𝜕𝑡
+ 𝐻 = 0 at 𝑡 = 𝑡𝑓 𝐻 𝑡𝑓 = 0

𝐻𝑓 = 1 + 𝜆1 𝑡𝑓 𝑎𝑥𝑓 + 𝑏𝑢𝑓 + 𝜆2 𝑡𝑓 𝑥𝑓 = 1 + 𝜆1 𝑡𝑓 ሶ𝑥𝑓 = 0

𝜆1 𝑡𝑓 > 0ሶ𝑥𝑓 < 0

∵ 𝑥𝑓 = 0

𝜆1 = 𝐶1𝑒
−𝑎𝑡 + 𝐶2

𝑢𝑚𝑎𝑥,𝑖

− 𝑢𝑚𝑎𝑥,𝑖

𝑢∗

𝐶1 ∙ 𝐶2 < 0

𝜆∗

𝑡𝑠

𝜆1 𝑡𝑠 = 0

න
0

𝑡𝑠

ሶ𝑥∗ 𝜏 𝑑𝜏 = −න
𝑡𝑠

𝑡𝑓

ሶ𝑥∗ 𝜏 𝑑𝜏



Minimum Effort Problem

The objective of the problem is to minimize the effort to 
control the system where the state satisfies the requirement. 

Find the best control trajectory, 𝐮∗, that is constrained by 𝐮 ≤ 𝐮𝑚𝑎𝑥
and minimizes the effort when the state is changed from 𝐱0 to 𝐱𝑓. The 
optimal control problem can be defined as:
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ሶ𝐱 𝑡 = 𝑓 𝐱, 𝑡 + 𝐁 𝑡 𝐮 𝑡

minimize 𝐽 = න
𝑡0

𝑡𝑓

෍

𝑖=1

𝑚

𝑢𝑖 𝑑𝑡

subject to ሶ𝐱 = 𝑓 𝐱, 𝑡 + 𝐁𝐮

𝐮 ≤ 𝐮𝑚𝑎𝑥



Minimum Effort Problem

Hamiltonian

Costate equation

State equation 

Optimal condition
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ሶ𝐱 = 𝑓 𝐱, 𝑡 + 𝐁 𝑡 𝐮 𝑡

𝐻 =෍

𝑖=1

𝑚

𝑢𝑖 + 𝛌𝑇 𝑓 𝐱, 𝑡 + 𝐁 𝑡 𝐮 𝑡

ሶ𝛌 = −
𝜕𝐻

𝜕𝐱

𝑇

= −
𝜕𝑓

𝜕𝐱

𝑇

𝛌

෍

𝑖=1

𝑚

𝑢𝑖
∗ + 𝛌𝑇𝐁𝐮∗ ≤෍

𝑖=1

𝑚

𝑢𝑖 + 𝛌𝑇𝐁𝐮

𝐻 𝐱∗, 𝐮∗, 𝛌∗, 𝑡 ≤ 𝐻 𝐱∗, 𝐮∗ + 𝛿𝐮, 𝛌∗, 𝑡



Minimum Effort Problem

The Hamiltonian can be expressed as:

At 𝑖th control 𝑢𝑖,
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𝐻 =෍

𝑖=1

𝑚

𝑢𝑖 + 𝛌𝑇𝐛𝑖𝑢𝑖 𝑖 = 1,2, … ,𝑚

𝑢𝑖 + 𝛌𝑇𝐛𝑖𝑢𝑖 = 𝛌𝑇𝐛𝑖 + 1 𝑢𝑖If 𝑢𝑖 ≥ 0

𝑢𝑖 + 𝛌𝑇𝐛𝑖𝑢𝑖 = 𝛌𝑇𝐛𝑖 − 1 𝑢𝑖If 𝑢𝑖 < 0

𝛌𝑇𝐛𝑖 > 1

𝐮 ≤ 𝐮𝑚𝑎𝑥

−𝑢𝑖,𝑚𝑎𝑥 ≤ 𝑢𝑖 ≤ 𝑢𝑖,𝑚𝑎𝑥

𝑢𝑖 = −𝑢𝑖,𝑚𝑎𝑥

𝛌𝑇𝐛𝑖 < −1

−1 < 𝛌𝑇𝐛𝑖 < 1
𝑢𝑖 ≥ 0, 

𝑢𝑖 < 0,

𝑢𝑖 = 0

𝑢𝑖 = 0

𝐾𝑢𝑖 where 𝐾 > 0

𝑢𝑖 = 𝑢𝑖,𝑚𝑎𝑥−𝐾𝑢𝑖 where 𝐾 > 0

𝐾𝑢𝑖

−𝐾𝑢𝑖



Minimum Effort Problem

The optimal control for the minimum effort problem
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𝑢∗ =

𝛌𝑇𝐛𝑖 > 1

𝛌𝑇𝐛𝑖 < −1

−1 < 𝛌𝑇𝐛𝑖 < 1

−𝑢𝑖,𝑚𝑎𝑥

𝑢𝑖,𝑚𝑎𝑥

0

𝑢𝑛𝑑𝑒𝑟𝑡𝑒𝑟𝑚𝑖𝑛𝑒𝑑 𝛌𝑇𝐛𝑖 = ±1 for a finite time

Bang-off-bang control

𝛌𝑇𝐛𝑖

𝑢∗

𝑢𝑖,𝑚𝑎𝑥

−𝑢𝑖,𝑚𝑎𝑥


